Introduction

The utilization of statistics, if performed effectively, can be the deciding factor as to whether a credit lender is successful. While the approval of credit for a consumer who will pay on time results in $250 in revenue on average, the approval of credit for a consumer who later defaults can be a particularly costly mistake leading to approximately $750 in losses on average per instance. As a result, the successful identification of consumers who will not default is a priority for credit lenders.

With this in mind, we sought to create a model that could be utilized to effectively predict whether consumers are likely to default. The data was gathered by a major credit bureau and contained 1,462,955 observations of consumers prior to approval. Another data set contained the 17,244,104 observations for the longitudinal post-hoc performance of each consumer after approval.

Utilizing over a million observations of consumers, over 300 attributes per consumer, and a logistic regression procedure, we sought to create an effective model utilizing only 10 attributes for the purpose of the classification of the risk of defaulting for each consumer.

Methods

In this analysis, credit defaulting was defined as any behavior that made it impossible for a consumer to pay on credit. Attributes that were known prior to the approval of consumers were to be further examined for suitability in the modeling phase. After the removal of attributes in which the majority of attributes were missing or no credit history for consumers was recorded, 1,253,429 observations were available for model creation and evaluation. A stratified median imputation procedure was utilized for attributes where less than 30% of the total observations were missing. In this step, 124 potential predictors were retained. A variable clustering procedure was subsequently implemented for the identification of useful attributes that could each uniquely account for the some of the variation in the probability of defaulting among consumers.

Through the subsequent implementation of the techniques of attribute assessment, discretization, and transformation, attributes that could contribute to the classification of credit risk were identified and prepared. Using these 18 attributes, a logistic regression procedure was chosen for modeling, because the technique allows for the evaluation of the probability of default and the evaluation of the expected effect of each credit attribute on the resulting probability of defaulting. To implement the logistic regression model, the data was then randomly split into 80% and 20% training and testing splits, respectively. Utilizing the information value statistic, a backward selection method, and other methods of attribute evaluation, the number of predictors selected was reduced to 10 attributes for the purpose of creating a less complex, interpretable model that would simultaneously maintain a high degree of effectiveness.

Utilizing well known methods in model evaluation as well as domain knowledge as to the cost of correct and incorrect classifications, the practical implications of the model was evaluated and an optimal cut point for the predicted probability of defaulting was identified such that the revenue from credit lending could be increased. Consumers with probabilities of defaulting below this cut point were to be granted credit. From these and other statistics, the suitability of the model for use was evaluated.

Results

The initial logistic regression model contained 18 attributes and had an area under the curve statistic of .831 on the training data. Iteratively removing attributes with the smallest chi squared test statistics, the model was reduced to 10 predictors yet maintained a statistic of .831. Observing the Receiving Operating Characteristic curve, the produced model functioned with an effectiveness that was significantly greater than what could be expected by chance alone.

In the evaluation of the expected profitability of the model using the validation data set, a curve of the revenues expected at each possible cut point for the probability of defaulting was produced. Establishing the cutoff for the predicted probability of defaulting as .25% for approval of credit for a consumer who are less than 25% likely to default was calculated to net $126,256.05 per 1,000 applicants. At this cutoff, the precision of the identification of consumers that would not default was .758 while the recall out of all consumers that would not default was .914. With an F1 score of .794, the model indicated a high degree of accuracy in the process of determining consumers who would not default.

Further evaluating the effectiveness of the model, the Kolmogorov-Smirnov (KS) and Lift statistics were calculated on the testing data and are shown in Table 2. As indicated by the KS statistic of 49.56%, the model performed effectively in the prediction of the risk of defaulting for consumers that did and did not default. As evaluated with the Lift statistic, it was determined that the model could correctly identify 71% of the consumers that defaulted from only 30% of the data. These statistics indicate that an effective model was created that could aid in the evaluation of the risk of defaulting per consumer given their attributes known beforehand.

Conclusion

Utilizing several statistical procedures in the preparation of the data such as the defining of credit risk, the imputation of missing values, the variable clustering process for attribute selection, and the discretization of potentially useful attributes, the foundational steps toward the classification of credit risk were implemented in a manner that insured success in the model building process. With each of these foundational steps in data preparation, an effective model was created that could be successfully implemented in the evaluation of the suitability of credit approval for substitute consumers.

The use of such a model in credit risk classification is far-reaching in that it allows for a less complex method of determining whether or not to grant credit to a given consumer. The additional benefit of the logistic regression model for credit scoring in this circumstance is that it also allows for relatively intuitive interpretations of why consumers were not granted credit given the nature of the procedure and the relatively small number of predictors. With successive iterations in the modification of the data preparation stage, it is possible that the created model could be improved to further increase the profitability in the approval of credit for substitute consumers.
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